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Abstract
This paper presents the evaluation of an object tracking sys-
tem that has been developed in the context of aircraft activ-
ity monitoring. The overall tracking system comprises three
main modules — Motion Detection, Object Tracking and
Data Fusion. In this paper we primarily focus on perfor-
mance evaluation of the object tracking module, with em-
phasis given to the general 2D tracking performance and
the 3D object localisation.

1. Introduction
This paper describes work undertaken on the EU project
AVITRACK. The main aim of this project is to automate the
supervision of commercial aircraft servicing operations on
the ground at airports (in bounded areas known as aprons).
A combination of visual surveillance algorithms are applied
in a multi-camera environment to track objects and recog-
nise activities predefined by a set of servicing operations.
More details of the system are given in [9]. Each camera
agent performs real-time detection and tracking of scene ob-
jects, the output is transmitted to a central server where data
association and fused object tracking is performed.

The tracking of moving objects on the apron has previ-
ously been performed using a top-down model based ap-
proach [8] although such methods are generally computa-
tionally expensive. On a standard workstation (2 × 3Ghz
pentium-4 processors with 2Gb RAM running Suse Linux
9.1) we have found the model based method to fit one tex-
tured wireframe model in 0.25 seconds. In the apron envi-
ronment there are 28 object categories, which would there-
fore result in a prohibitive frame-rate when tracking mul-
tiple objects. An alternative approach, bottom-up scene
tracking, is a process that comprises the sub-processes mo-
tion detection and object tracking; the advantage of bottom-

up tracking is that it is more generic and computationally
efficient compared to the top-down method.

Motion detection is normally the first process that is per-
formed in a tracking system, and it attempts to locate con-
nected regions of pixels that represent the moving (fore-
ground) objects within the scene that are of interest to
the application. Several different methods can be used
to achieve this: frame to frame differencing, background
subtraction and motion analysis (optical flow based) tech-
niques. Background subtraction methods (like [10, 5]) rep-
resent the static scene by a background model, normally
learnt over a period of observation; motion detection is
then performed by finding regions that do not match this
background model. Because of environmental and light-
ing changes, especially in outdoor environments like AVI-
TRACK, background subtraction methods must update the
background model over time.

The output of the motion detection process is normally
passed to object tracking algorithms that use trajectory or
appearance based analysis to predict, associate and up-
date previously observed objects in the current time step.
One such method is the Kanade-Lucas-Tomasi (KLT) fea-
ture tracker [7], which combines a local feature selection
criterion with feature-based matching in adjacent frames;
this method has the advantage that objects can be tracked
through partial occlusion when only a sub-set of the fea-
tures are visible.

The problems that tracking algorithms have to deal with
include motion detection errors and complex object inter-
actions; e.g. objects appear to merge, occlude each other,
fragment, undergo non-rigid motion, etc. Apron analysis
presents further challenges due to the size of the vehicles
tracked (e.g. the aircraft size is 34 × 38 × 12 metres),
therefore prolonged occlusions occur frequently throughout
apron operations. The apron can also be congested with
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objects (most of the activity occurs near the aircraft), so en-
hancing the difficulty of associating objects with regions.

The goal of this paper is to evaluate the performance of a
KLT-based tracker that addresses the challenges of aircraft
activity modelling. The choice of the KLT algorithm and
other tracking algorithms implemented for AVITRACK are
described in [9]. To improve the computational efficiency
of the KLT tracker, motion segmentation is not performed
globally to detect the objects. Instead, the KLT features are
used in conjunction with a rule based approach to provide
the correspondence between connected foreground regions;
in this way the KLT algorithm simultaneously solves the
problems of data association and tracking without presump-
tion of a global motion for each object. Spatio-temporal
reasoning is applied during object interactions (e.g. partial
occlusions) to allow object prediction / matching and fea-
ture continuity during these complex events; this reasoning
primarily takes the form of spatial and motion based analy-
sis of the (merged) connected foreground region features to
allow objects to be successfully predicted and matched.

The goal of performance evaluation is to characterise a
system using an unbiased and clearly defined set of met-
rics. A set of metrics for evaluating object tracking were
proposed by Black et al [2], these metrics are formed from
a selection of previous work on the performance evalua-
tion of tracking systems. These metrics, like many con-
ventional approaches to performance evaluation, require the
definition of ground truth tracking data against which the
performance of the system can be quantitatively evaluated;
there are a selection of open source tools that allow effi-
cient manual generation of ground truth data, for example
the ViPER [4] framework.

The remainder of this paper is organised as follows: Sec-
tion 2 reviews the per camera motion detection. Section 3
introduces the per camera (2D) object tracking. Section 4
describes how objects are localised in the 3D world and how
a confidence measure is derived for the measurement and
Section 5 contains evaluation of the object tracking and lo-
calisation procedures.

2. Motion Detection
For the AVITRACK project, 16 motion detection algo-
rithms were implemented and evaluated on various apron
sequences under different environmental conditions (sunny
conditions, fog, etc.). More detail about the algorithms, the
evaluation process and the selection criteria can be found in
[1, 9]. The algorithm selected for AVITRACK is the colour
mean and variance [10], which represents the background
model by a pixel-wise Gaussian distribution N(µ, σ2) over
the normalised RGB space. In addition, a shadow/highlight
detection component based on the work of Horprasert et
al [5], handles illumination variability.

3. Object Tracking
Real-time object tracking can be described as a correspon-
dence problem, and involves finding which object in a video
frame relates to which object in the next frame. Normally,
the time interval between two successive frames is small,
therefore inter-frame changes are limited, thus allowing the
use of temporal constraints and/or object features to sim-
plify the correspondence problem.

The KLT algorithm considers features to be independent
entities and tracks each of them individually. Therefore, it is
incorporated into a higher-level tracking process that groups
features into objects, maintain associations between them,
and uses the individual feature tracking results to track ob-
jects, taking into account complex object interactions. For
each object O, a set of sparse features S is maintained. The
number of features per object (i.e. |S|) is determined dy-
namically from the object’s size and a configurable feature
density parameter ρ. If ρ = 1.0, |S| is the maximal num-
ber of features that can spatially cover object O, without
overlap between the local feature windows.

The KLT tracker takes as input the set of observations
{Mj} identified by the motion detector. Here, an obser-
vation Mj is a connected component of foreground pixels,
with the addition of a nearest neighbour spatial filter of clus-
tering radius rc, i.e., connected components with gaps≤ rc
are considered as one observation. Given such a set of ob-
servations

{
M t
j

}
at time t, and the set of tracked objects{

Ot−1
i

}
at t− 1, the tracking process is summarised as:

1. Generate object predictions {P ti } for time t from the
set of known objects

{
Ot−1
i

}
at t − 1, with the set of

features SP t
i

set to SOt−1
i

.

2. Run the KLT algorithm to individually track each local
feature belonging to SP t

i
of each prediction.

3. Given a set of observations
{
M t
j

}
detected by the mo-

tion detector, match predictions {P ti } to observations
by determining to which observation M t

j the tracked
local features of P ti belong to.

4. Any remaining unmatched predictions in {P ti } are
marked as missing observations. Any remaining un-
matched observations in

{
M t
j

}
are considered to be

potential new objects.

5. Detect any matched predictions that have become tem-
porarily stationary. These are integrated into the back-
ground model of the motion detector as a new back-
ground layer.

6. Update the state of those predictions in {P ti } that were
matched to observations and replace any lost features.
The final result is a set of tracked objects {Oti} at time
t. Let t = t+ 1 and repeat step 1.



In step 3 above, features are used in matching predictions to
their corresponding observations in 2 ways — using the spa-
tial information and the motion information of the features.
Spatial rule-based reasoning is applied to detect the pres-
ence of merging or splitting foreground regions; in the case
of merged objects the motion of the individual features are
robustly fitted to (predetermined) motion models to estimate
the membership of features to objects. If the motion models
are not distinct or unreliable then the local states of the fea-
tures are used to update the global states of the merged ob-
jects. The spatial rule-based reasoning is described in more
detail in Section 3.1, while the motion-based segmentation
method is described in Section 3.2. Section 3.3 describes
the technique in step 5 above, for detecting and handling
moving objects that become temporarily stationary.

3.1. Using Spatial Information of Features
This method is based on the idea that if a feature belongs to
object Oi at time t− 1, then the feature should remain spa-
tially within the foreground region of Oi at time t. A match
function is defined which returns the number of tracked fea-
turesw of prediction P ti that reside in the foreground region
of observationM t

j :

f
(
P ti ,M

t
j

)
=
∣∣∣
{
w : w ∈ SP t

i
, w ∈M t

j

}∣∣∣ (1)

In the case of an isolated (non-interacting) object, (1) should
return a non-zero value for only one prediction-observation
pair; ideally f

(
P ti ,M

t
j

)
=
∣∣∣SP t

i

∣∣∣ – this is normally less
due to lost and incorrectly-tracked features. For interact-
ing objects, such as objects merging, occluding each other,
undergoing splitting events, etc., a table of score values re-
turned by (1) is constructed, and a rule-based approach is
adopted to match predictions to observations.

The first rule handles the ideal matches of isolated ob-
jects, i.e. one-to-one matches between predictions and ob-
servations:

f
(
P ti ,M

t
j

)
> 0 and

f
(
P tk ,M

t
j

)
= 0, f (P ti ,M

t
l ) = 0 ∀k 6= i, l 6= j

(2)

The second rule handles the case when an object at time
t − 1 splits into several objects when seen at time t. This
occurs when several observation regions match with a single
prediction P ti - in other words, the set of observations is
partitioned into two subsets: the subset M1 of observations
that match only with P ti and the subset of those that do not
match with P ti :

f
(
P ti ,M

t
j

)
> 0 M t

j ∈M1 ⊆M, |M1| > 1 and

f
(
P tk,M

t
j

)
= 0, ∀M t

j ∈M1, k 6= i and
f (P ti ,M

t
l ) = 0, ∀M t

l /∈M1
(3)

The prediction is then split into new objects, one for each of
the matched observations in M1. The features of the orig-
inal prediction Pi are assigned to the corresponding new
object depending on whether they reside within its obser-
vation region or not. In this way, features are maintained
throughout an object splitting event.

The third matching rule handles merging objects. This
occurs when more than one prediction matches with an ob-
servation region:

f
(
P ti ,M

t
j

)
> 0 P ti ∈ P1 ⊆ P, |P1| > 1 and

f (P ti ,M
t
k) = 0, ∀P ti ∈ P1, k 6= j and

f
(
P tl ,M

t
j

)
= 0, ∀P tl /∈ P1

(4)

In this case the state of the predictions (such as position and
bounding box) cannot be obtained by a straightforward up-
date from the observation’s state, since only one combined
(merged) observation is available from the motion detector.
Instead, the known local states of the tracked features are
used to update the global states of the predictions. The pre-
diction’s new centre is estimated by taking the average rel-
ative motion of its local features from the previous frame at
time t−1 to the current one. This is based on the assumption
that the average relative motion of the features is approxi-
mately equal to the object’s global motion - this may not
always be true for non-rigid objects undergoing large mo-
tion, and may also be affected by the aperture problem due
to the small size of the feature windows. The sizes of the
bounding boxes of the predictions are also updated in order
to maximise the coverage of the observation region by the
combined predictions’ bounding boxes. This handles cases
where objects are moving towards the camera while in a
merged state and hence their sizes increase. If not done,
the result is parts of the observation region that are not ex-
plained by any of the predictions.

3.2. Using Motion Information of Features
The motion information obtained from tracking the local
features of a prediction Pi is also used in the matching pro-
cess of step 3 above. Features belonging to an object should
follow approximately the same motion (assuming rigid ob-
ject motion). Motion models are fitted to each group of k
neighbouring features of Pi. These motion models are then
represented as points in a motion parameter space and clus-
tering is performed in this space to find the most significant
motion(s) of the object [11]. A weighted list is maintained
per object of these significant motions and the list is up-
dated over time to reflect changes in the object’s motion - if
a motion model gains confidence its weight is increased; if
a new motion model is detected, it is added to the list, or re-
places an existing lower probable one. The motion models
are used to differentiate the features of merged objects by
checking whether a feature belongs to one motion model or
the other. This allows tracking through merging/occlusion



and the replenishment of lost features. The motion models
of an object are also used to identify object splitting events
– if a secondary motion becomes significant enough and is
present for a long time, splitting occurs. Although the un-
derlying assumption is of rigid object motion, the use of a
weighted list of motion models should allow for the iden-
tification of the different motions for articulated vehicles;
future work will address this issue.

Two types of motion models have been used for AVIT-
RACK – affine and translational models. The affine motion
model is generated by solving for:

wTt Fwt−N = 0 (5)

where wt and wt−N are the locations of feature w at time
t, t −N , and F is the fundamental matrix representing the
motion. For the affine case, F has the form:

F =




0 0 f13

0 0 f23

f31 f32 f33


 (6)

F is obtained through a minimisation process based on
eigen analysis, as described in [11]. The affine motion
model is then represented in terms of 5 motion parameters:
vaffine = 〈α,γ,ρ,λ,θ〉, where:

α = arctan(
−f13

f23
) (7)

γ = arctan(
f31

−f32
) (8)

ρ =

√
f2

31 + f2
32

f2
13 + f2

23

(9)

λ =
f33√

f2
13 + f2

23

(10)

θ = α− γ (11)

Clustering is performed in the motion parameter space to
get the list of most significant motion models for the object.

The second motion model is simply the translational mo-
tion in the image plane:

vtranslational = wt − wt−N (12)

When tested on AVITRACK sequences, it was found that
perspective and lens distortion effects cause the affine mo-
tion models to become highly dispersed in the motion pa-
rameter space and clustering performs poorly. The trans-
lational model, as can be expected, also suffers from these
problems and affine motion effects, but the effect on clus-
tering is less severe. This motion ‘fragmentation’ for the
translational model is mitigated somehow by the use of
the weighted list of motion models for each object. At
present, the translational model is performing better than
the affine model; future work will look into improving the
affine model and using perspective motion models.

3.3. Stationary Objects
For the apron environment, activity tends to happen in con-
gested areas near the aircraft with several vehicles arriving
and stopping for short periods of time in the vicinity of
the aircraft, creating occlusions and object merging prob-
lems. To allow objects to be differentiated and the track-
ing of moving objects in front of stopped objects, the mo-
tion detection process described in Section 2 was extended
to include a multiple background layer technique. The
tracker identifies stopped objects by one of two methods:
by analysing an object’s regions for connected components
of foreground pixels which have been labelled as ‘motion’
for a certain time window; or by checking the individual
motion of local features of an object. The accuracy of the
second method depends on the sparseness of the features,
and hence on the density parameter ρ introduced in Section
3. Stationary objects are integrated into the motion detec-
tor’s background model as different background layers.

This technique is similar in idea to the Temporal Lay-
ers method described by Collins et al [3], except that their
method works on a pixelwise level, using intensity tran-
sition profiles of pixels to classify them as ‘stationary’ or
‘transient’. This is then combined with pixel clustering to
form moving or stationary regions. This method performed
poorly when applied to AVITRACK sequences, due mainly
to stationary objects becoming fragmented into many lay-
ers as the duration objects remain stationary increases. This
results in different update rates to the layers and incorrect
re-activation once an object starts moving again. In the case
of AVITRACK, the aircraft can remain stationary for up to
half an hour - it is imperative that the object remains consis-
tent throughout this time, its background layer gets updated
uniformly and it is re-activated as a whole. The method
adopted for AVITRACK works at the region-level and is
handled by the tracker rather than at the motion detection
phase, where the motion information of the local features
can provide robust information on an object’s motion. This
use of region-level analysis helps to reduce the creation of
a large number of background layers caused by noise.

The criterion used for checking stationarity was modified
to take into account cases where as an object comes to rest,
a sub-part of it remains in motion (e.g. a person emerging
from a vehicle while it is slowing down to a stop). But the
relaxation of this criterion, and the use of background lay-
ers in general, can result in ghosts (false positives) being de-
tected when part of the background is uncovered. A method
based on the movement density, i.e. the average change in
a region, is used to detect such ghosts. Figure 1 illustrates
the use of a multi-layered background model to distinguish
overlapping objects. The matching of predictions to obser-
vations described in Sections 3.1 and 3.2 then takes into
account the interaction that occurs between objects that be-
come temporarily stationary and moving objects.



Figure 1: (Top) Frame 2352 of sequence S3-A320 showing
overlapping stationary and moving objects. (Centre-left) The ba-
sic (full image) background layer. Other background layers (in
order of creation) representing stationary objects: (Centre-right)
the aircraft, (Lower-left) aircraft door, (Lower-centre) aircraft door
shadow, and (Lower-right) partially-visible conveyor-belt vehicle.

4. Object Localisation
The localisation of an object in the context of visual surveil-
lance generally relates to finding a location in the world co-
ordinates that is most representative of that object. This is
commonly taken to be the centre of gravity of the object on
the ground plane and it is this definition that we adopt here.
With accurate classification and detection, the localisation
of vehicles in the 3D world can be reduced to a 2D geomet-
rical problem. For state of the art algorithms accurate clas-
sification and detection is not reliable enough to apply such
principled methods with confidence. For the AVITRACK
project we therefore devised a simple, but effective, vehi-
cle localisation strategy that gives good performance over a
wide range of conditions.

The first step of the strategy is to categorise the detected
objects as person or non-person using a supervised Gaus-
sian mixture model of the estimated object width and height
in world co-ordinates. The motivation behind this is that
people generally have negligible depth compared to vehi-
cles and hence a different strategy is required to locate each
type. For the person class of objects the location is taken
to be the bottom-centre of the bounding box of the detected
object, this location estimate for people is commonplace in
visual surveillance systems.

For vehicles many researchers arbitrarily choose the cen-
troid of the bounding box / detected pixels to locate the ob-
ject in the world. This method has the drawback that for ob-

jects further away from the camera the bottom of the bound-
ing box is a better approximation of the object location than
the centroid. To alleviate this problem we compute the an-
gle made between the camera and the object to estimate an
improved location. For a camera lying on the ground plane
the location of the object will be reasonably proximal to the
bottom centre of the bounding box, whereas for an object
viewed directly overhead the location of the object will be
closer to the measured centre of the bounding box.

Using this observation we formulated a smooth func-
tion to estimate the position of the centroid using the (2-
D) angle to the object. Taking α to be the angle mea-
sured between the camera and the object, the proportion p
of the vertical bounding box height (where 0 ≤ p ≤ 1/2)
was estimated as p = 1/2(1 − exp(−λa)); the parameter
λ ≡ ln(2)/(0.15 × 1/2π) was determined experimentally
to provide good performance over a range of test data. The
vertical estimate of the object location was therfore taken to
be ylo+ p ∗h where ylo is the bottom edge of the bounding
box and h is the height of the bounding box. The horizontal
estimate of the object location was measured as the horizon-
tal centre-line of the bounding box, since this is generally a
reasonable estimate. Examples of estimated vehicle cen-
troids are shown in Figure 2, it can be seen that the estimate
is closer to the actual object location than simply using the
centroid of the bounding box.

Figure 2: Detected object locations (red circles) shown for 3 ve-
hicles in the near, mid and far-field of sensor 5 for Dataset 4.

5 Experimental Results
The Scene Tracking evaluation assesses the performance
of both the object tracking and the 3D localisation com-
ponents on representative test data. The evaluation of the
components strongly depends on the choice of the video
sequences. We have chosen video datasets containing re-
alistic conditions for an objective evaluation. All sequences
are stored at a size of 720x576 pixels, and at a frame rate of
12.5 fps.



5.1 Local Feature Tracking Method
To evaluate the performance of the local feature tracking
method two apron datasets were chosen. Both sequences
were taken under a wide range of disturbing conditions such
as illumination changes, occlusions and shadows. Dataset 1
(2400 frames) contains the presence of fog whereas Dataset
2 (1200 frames) is acquired on a sunny day. The datasets
have been manually annotated using ViPER annotation
tool [4]. ViPER (Video Performance Evaluation Resource)
is a semi-automatic framework designed to facilitate and ac-
celerate the creation of ground truth image sequences and
evaluate performance of algorithms. The ViPER’s perfor-
mance evaluation tool has been used to compare the result
data of the local feature tracking method with the ground
truth in order to generate data describing the success or fail-
ure of the performance analysis. At first, the evaluation tool
attempts to match tracked objects (TO) to ground truth ob-
jects (GTO) counting objects as matches when the follow-
ing metric distance is less than a given threshold.

Di(t, g) = 1− 2Area(ti ∧ gi)/(Area(ti) +Area(gi))
(13)

Where ti and gi define the bounding-box of the tracked
objects and ground truth objects at frame i respectively.
Once the tracked and ground truth objects have been
matched true positives, false negatives and false positives
objects are counted and summed up over the chosen frames.
The following metrics defined by Black et al. [2] were used
to characterise the tracking performance:

• Tracker detection rate (TRDR): TPt/(TPt + FNt)
• False alarm rate (FAR): FPt/(TPt + FPt)
• Track detection rate (TDR): TPo/(TPo + FNo)
• Track fragmentation (TF): Number of TO matched to

GTO
Where TP, FN and FP are either the total number t or the
number for object o of true positives, false negatives and
false positives respectively. The TRDR and the FAR metrics
characterise the performance of the tracker. The TDR met-
ric determines the completeness of individual ground truth
objects. The TF metric determines the number of object la-
bel changes. It is desiderable to have a TF value of one.
Representative results of the local feature tracking method
are presented in Figure 3. Strong shadows are detected and
tracked as part of the mobile objects such as the tanker from
Dataset 1 and the transporter with containers from Dataset 2
(See Figure 3 (a, b)). In Figure 3 (a) a person (at the bottom
on the right side) leaves the ground power unit (GPU) and
in (b) a container is unloaded from the aircraft. Both objects
produce a ghost which remains behind the previous object
position. An object is integrated into the background when
becomes stationary. In these cases, ghosts are created when
stationary objects start to move again. Furthermore, ghosts

(a)

(b)

Figure 3: The results obtained from the local feature based track-
ing algorithm. Image (a) has been chosen from Dataset 1 and im-
age (b) from Dataset 2.

Object 1 2 3 4 5 6 7 8

TP 289 551 827 601 274 200 207 72

FN 0 17 10 6 54 10 11 0

TDR 1.00 0.97 0.99 0.99 0.83 0.95 0.95 1.00

TF 3 2 3 2 3 3 1 1

Table 2: Individual object performance results of the local feature
tracking algorithm for Dataset 2.

are produced when parts of the background start moving.
Objects in the scene such as the container from Figure 3 (b)
are partially detected due to the achromaticity of the scene.
Therefore, fragmentation is presented in objects with the
same colour as background.

At first, the track detection rate TDR and the track frag-
mentation TF were computed separately for each ground
truth object. The results of the performance evaluation are
depicted in Table 1 for Dataset 1 (eighteen GTO) and in Ta-
ble 2 for Dataset 2 (eight GTO). Two ground truth objects
were not matched to tracked objects (See Table 1, object 17
and 18). These two objects were partially detected due to
their colour similarity with the background. Most of the ob-
jects from Dataset 1 present a track detection rate between



Object 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

TP 333 94 33 426 944 166 391 77 125 108 143 209 116 124 113 33 0 0

FN 3 5 10 19 2 6 32 6 32 7 6 4 9 7 3 10 310 65

TDR 0.99 0.95 0.83 0.96 0.99 0.95 0.92 0.93 0.80 0.94 0.96 0.98 0.93 0.95 0.97 0.77 0 0

TF 1 1 1 1 1 1 3 1 2 1 1 1 1 1 3 1 0 0

Table 1: Individual object performance results of the local feature tracking algorithm for Dataset 1.

Dataset TP FP FN TRDR FAR

1 3435 275 536 0.87 0.07

2 3021 588 108 0.97 0.16

Table 3: Performance results of the local feature tracker.

92% and 99%. All ground truth objects from Dataset 2 (See
Table 2) have been matched to tracked objects. Dataset 2
contains several dynamic occlusions causing tracked object
label changes (See TF in Table 2).

In addition, the tracker detection rate TRDR and the false
alarm rate FAR were calculated for whole frames. The re-
sults of this evaluation are depicted in Table 3. The presence
of fog in Dataset 1 together with the achromatic nature of
the scene cause a considerable number of false negatives
provoking the decrease in TRDR (87%). Dataset 2 contains
ghosts and reflections causing the increase in FAR (16%).

5.2 Localisation Module
For the evaluation of the 3D localisation module an in-
dividual person and vehicle have been considered. Se-
quence S27 (all cameras) contain individuals walking on
well known trajectories along the grid of the apron. S26
(cameras 3,4,5,6) contains a single services vehicle driving
on the apron for which EGNOS positional measurements
were recorded1. To allow the comparison between the apron
grid lines and the trajectories, we consider the trajectories
defined by the object as paths along the apron.

3D localisation output data (e.g. Info3D(X, Y, Z=0) has
been generated for each of the test cameras installed at the
airport’s apron. The co-ordinate Z is equal to 0 because the
objects are constrained to lie on the known ground plane.
For each location along the individual path the shortest Eu-
clidean distance (in metres) is computed between the point
and the associated grid line. The following performance
statistics metrics are applied to the results [6]: Mean, stan-
dard deviation, minimum and maximum.

For the person class, it can be seen that person (Left)
trajectory (See Figure 4) is broken due to occlusions. Oc-
clusions lead to loss of 3D data information causing errors
on 3D trajectory reconstruction. In Figure 4 the second per-

1The EGNOS measurements were kindly provided by the ESA project
GAMMA (http://www.m3systems.net/project/gamma/); the EGNOS sys-
tem gives an estimated accuracy of 2-3m for 95% of measurements.

Figure 4: 2D trajectory graph for the Person object (S27,
camera 2, person 8 (Left) and camera 4, person 13 (Right)).
The light (red) lines represent the patching lines and the
light (blue) lines represent the camera field of view.

Figure 5: Vehicle 2D trajectory graph showing (Red) the
EGNOS trajectory and (Blue) the estimated location on the
apron. The scale is measured in metres and the camera
fields of view are shown.

son (Right) walks along the y=-15 grid line. The accuracy
of the localisation module depends on the distance between
the camera and the object due to the perspective effect and
the uniform quantisation of sensor pixels. Reflections pro-
voke errors on the reconstruction of 3D trajectories. Table 4
shows the statistic results for the eight cameras; these results
demonstrate that the accuracy of the person localisation is
approximately 1 metre average over all cameras, this is to
be expected due to detection or calibration error. Due to the
general innaccuracy in the far-field of all cameras these re-
sults show that the use of multiple overlapping cameras is
justified for this surveillance system to ensure the objects
are accurately located on the airport apron.

For the evaluation of the vehicle trajectory we only con-
sider a single trajectory estimate made by the ‘best’ camera.
The reasoning for this is that the EGNOS data was captured
over a large area, and several cameras can view this trajec-



Metric C1-P27 C2-P8 C2-P12 C3-P10 C4-P10 C4-P13 C5-P8 C5-P13 C6-P27 C7-P8 C7-P25 C8-P5

Frames 148 842 501 361 432 416 419 336 431 265 164 87

Mean 0.83 0.31 0.96 0.73 0.48 1.42 0.93 0.18 2.3 0.34 0.23 0.68

STD 0.48 0.2 0.66 0.52 0.55 0.8 0.74 0.13 2.85 0.59 0.36 0.7

Min 0.14 0.02 0 0 0.01 0 0.003 0 0.01 0.001 0 0.001

Max 1.8 4.4 2.25 2.29 2.13 3.3 3.6 0.62 12.6 2.92 1.93 2.37

Table 4: 3D localisation statistics results.

tory. Therefore, at each time step, the size of the tracked
object is measured in the four cameras and the one with the
largest viewable object is chosen to make the trajectory es-
timate. In this way we are able to compare the estimated for
the entire EGNOS measurement sequence.

The results, shown in Figure 5, demonstrate that the es-
timated vehicle location is reasonably accurate close to the
camera sensors (at the top of the figure). In the far field the
estimate diverges from the measured EGNOS signal due to
the perspective effect and the uniform quantisation of the
sensor pixels. Quantatively, the mean distance between the
EGNOS signal and the estimated location was found to be
2.65 metres +/− 0.34. The minimum deviation was found
to be 0.58 metres and the maximum was found to be 4.64
metres.

6. Discussion and Future Work
The tracking and localisation of objects within a scene is
a challenging problem in computer vision. In this paper
we have introduced an extension of the KLT tracker that
is designed to overcome some of the challenges associated
with apron analysis; we also show a method for localising
these objects in the world co-ordinates.

The evaluation of these methods demonstrates that the
object tracking module detects a high proportion of the ob-
jects in the scene and these objects are tracked over ex-
tended time periods. Under severe partial partial occlusions
we have found that the tracks become fragmented and lose
the track ID. Track localisation has been shown to be accu-
rate for vehicles and people, although naturally the accuracy
reduces further from camera sensor.

Future work on the object tracker is to improve the pre-
diction of the bounding boxes when object are undergoing
occlusion and to retain the object ID’s during this period.
We also plan to work on the reducing the influencing of
ghosts and reflections on the tracking procedure.
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